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Abstract

Spatial filtering velocimetry (SFV) is a technique for optical velocity measurements. In standard
applications the image information of an observed scene is captured by a pixel-based array detector.
The pixels’ gray scale values are multiplied by a predefined grating function. By integrating over the
weighted image information a signal point of the spatial filtering signal is generated for each frame.
The spatial filtering signal is generated out of a sequence of images. The frequency of this alternating
signal is proportional to the velocity of the observed scene.

The paper presents a Fourier-based description of spatial filtering velocimetry, which shows the
relation to other displacement measurement techniques like cross correlation or auto correlation
methods used in particle image velocimetry (PIV). The spatial filtering signal can be interpreted as a
single temporal changing Fourier coefficient. The spatial filtering signal is disturbed by phase jumps.
They occur, when the statistical spectral content of the observed scene is temporal changing. The
fluctuations of the amplitude and the signal's phase have a negative impact on the frequency
estimation. Our approach is a specific preprocessing of the intensity distribution of the array detector
to optimize the spatial filtering signal. Here the incoming and outgoing patterns of the image
information are suppressed. So the spectral content is sectional stabilized and the timestamps of
spectral changes are known.
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Introduction

In many processes the measurement of the
velocity has an important role. Length and
acceleration can be derived from the measured
velocity as additional process factors.

Besides laser based imaging techniques and
laser Doppler velocimetry, spatial filtering
velocimetry (SFV) is a measurement technique
for velocity measurements on solid surfaces
and in fluid flows [1] with a number of
advantages. The main advantages are: the use
of incoherent light sources and the reduced
complexity of the signal processing. For the last
decades SFV was implemented and applied to
a variety of problems. The application of SFV to
particle sizing using a fibre-optical probe is
described by Petrak et al [2]. Hosokawa et al
described the use of SFV applied on image
series for tomographic fluid flow measurements
[3]. A recent development is the application of
SFV for the detection of rotational movement of
rotating biological cells [4].
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In this study we focus on the reduction of the
signal data to perform real time applications
and on a description for determine the validity
of the measurement results. Both approaches
are preprocessing steps. A mathematical
description is given first to illustrate how the
spatial filtering signal is generated.

Theory of spatial filtering velocimetry

When using array detectors the signal
generation can be described as follows. The
observed moving structure is imaged by an
object lens onto an array detector (see Fig. 1).

The moving image information i(x—vt) is
given as pixel gray values and is weighted by a
grating function g(x) as:

+oo

s(t)= Ji(x—vt)g(x)dx (1

—oco

The grating function can be arbitrary. Ideal
grating functions contain only one frequency.
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We recommend sinusoidal shaped grating
functions as:

g(x) = cos(27zu x) - jsin(2zp x) = 1?7 (2)

The grating function with spatial frequency p

(compare to Aizu and Asakura [5]) is complex
to get the directional information of the
structure’s movement. The angular spatial
frequency k can be found as:

k=2ry . ©)

A cosine shaped grating function is given in
Fig. 1 as an example. Please note that discrete
pixel values np are used for the grating

function g, .

By using a complex grating function the
calculation of the signal of eq. (1) can be written
as:

s(t)= Ti(x —vt)e ¥ dx = FT{i(x-wt)} (4)

—oo

where we can find, that the spatial filtering
signal corresponds to a time dependent Fourier
(FT-Fourier Transform) coefficient.

In comparison to other imaging techniques (e.g.
particle image velocimetry-PIV) often the cross-
correlation or auto-correlation are used. For a
reduced amount of calculation it is common to
use the Fourier transformation of the captured

images /(k). Then the spatial spectra of

consecutive images are multiplied (conjugate-
complex). The result of the cross-correlation
function (CCF) can be obtained by back
transformation as:

CCF =FT{I,41,} . (5)

Here we can see that the cross-correlation uses
all coefficients of the Fourier transformation for
estimation of the displacement.

Data generation

The experimental data were taken using a
digital signal processor (DSP) based
measurement system. The sensor is an optical
position sensor [6], which sums up pixel
columns and pixel rows inside of the chip.
Therefore much higher frame rates can be
reached (see preprocessing by summation of
pixel columns) A description of the whole
measurement system is given in [7]. The raw
data, shown here, were collected at a frame of
3200 fps and 8 bit resolution.
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Fig. 1. Principle of spatial filtering velocimetry using
array detectors

The observed moving process was a surface of
a conveyor-belt with a stochastic structure (as
shown in Fig. 2 in the upper right corner). A
rotational encoder was installed at the second
pulley for referencing the movement. By using
this experimental set-up the displacement can
be referenced to an accuracy of 0.06 % of the
local displacement of the observed structure.

The experimental raw data were stored and
analyzed offine. The following analysis
compares the results of the classical spatial
filtering with the result using preprocessing for
stabilization of Fourier coefficients (see section
Preprocessing for detection of phase jumps).

Preprocessing by summation of pixel
columns

The first preprocessing step is the summation
of pixel columns, as shown in Fig. 1. As
described in [7] the summation significantly
reduces the amount of data from nxn down to
n values. For example the pixels’ gray values
of an area of 256x256 pixels is reduced to
256 sum values. This data reduction is already
implemented on the used smart pixel sensor.
Therefore, frame rates in the region of kHz are
possible [6].

Beside the scope of this article a further option
for preprocessing in SFV is known. It is possible
to use a micro mirror array in the optical path.
With the tilt of the micro mirrors (+1 and -1) the
image information of the observed structure can
be directly optically weighted by the tilt of the
micro mirrors. Afterwards the weighted image
information can be integrated optically by a lens
onto a single photo detector as described in [8].
The measurement rate is therefore limited by
the photo diode, typically in the MHz region.
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Preprocessing for detection of phase jumps

A measurement system sees a limited spatial
section of the whole observed structure only.
During the measurement a number of
information moves into the observation area
and other information moves out of this area.
This results in phase jumps in the spatial
filtering signal.

Up to now, phase jumps where repressed by
using a plausibility check. For this, the current
measurement value was compared with
prevenient measurement results. Another
approach is the use of the spatial filtering
signal's  magnitude. High amplitudes are
indicating high signal to noise ratios. The
disadvantage is that a high number of
measurements are discarded, although they
could be useful.

Our approach detects dominant structures
entering and leaving the observed region. An
illustration of this preprocessing is given in
Fig. 2. The gray line (Fig. 2) is indicating the
original sum signal of the sensor in x-direction.
The values are normalized by 255 (8 bit
resolution). An example picture of the observed
surface is shown in the upper right corner of
Fig. 2. With the help of a threshold, the
dominant structure can be extracted (black
dashed line). Every structure crossing the
threshold at the border of the image is taken
into account for further signal processing. The
other structures at the border are set to the
value of the threshold.

The level of the threshold depends on the
observed process. For structured surfaces, as
shown in the upper right corner of Fig. 2, the
mean value of the original signal is an
acceptable value for a threshold. In the case of
particle image series, i.e. observed scenes with
low density of particles, the mean value would
be very low, probably in the noise level of the
image. Here a threshold between maximum
and minimum is advisable. To cover both cases
we suggest the mean of both values (mean
signal value and mean of maximum and
minimum) Additionally the use of a threshold
band is recommended for suppressing noise.

With our approach the phase jumps are located
at known time stamps. Therefore the signal
values at this timestamps can be rejected from
the statistics, and the other signal values are
not disturbed by phase jumps and are more
reliable.
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Fig. 2. Example for preprocessing using a
threshold to avoid stochastic phase jumps. gray line:
original sum values; dashed black line: preprocessed
data by applying a threshold.

Results and discussion

In Fig.3 the effect of the described
preprocessing is demonstrated as comparison
between an original signal section and the
preprocessed section. The signals are
normalized to 255 (8 bit resolution). The original
spatial filtering signal (Fig. 3a), real part, gray
solid line) has a non-continuous alternating
characteristic. The magnitude of the complex
signal (dotted line) is not stable and changes
temporally. The phase of the original signal
(Fig. 3c, gray solid line) diverges locally from
the expected trend. Especially at 0.15s the
phase’s gradient is showing an incorrect
movement of the observed scene in the
opposite direction. In contrast to that the
preprocessed signal of the same section is
shown in Fig. 3b (real part, black dashed line).
The detected and therewith induced phase
jumps are indicated by light gray vertical lines.
Between the detected phase jumps the signal
shows a stable linear phase slope because the
spectral content of the observed scene is
constant. Especially the magnitude of the
complex signal (dotted line) is now constant in
sections between two detected phase jumps.
This leads to ideal signals between the induced
phase jumps. The phase of the signal from the
preprocessing is additionally shown in Fig. 3c
(black dashed line) for comparison. In contrast
to the original signal the phase shows the
expected trend between the phase jumps.

Result of the presented approach is a reduction
of the measurement uncertainty to a quarter of
the original signal analysis.
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Fig.3. Comparison of original SFV signal (in a) gray solid line) and the additional use of a data preprocessing to
avoid stochastic phase jumps (in b) black dashed line). The magnitudes of the complex signals are indicated as
black doted lines (a) and b)). The comparison of the signals’ phases is shown in c). Detected phase jumps are
indicated as gray vertical lines (b) and c)).

Conclusion

In this paper two possibilities of preprocessing
using array detectors are presented. The first is
a pure summation of the pixels’ columns to
reduce the amount of data and to increase the
frame rate of the measurement system. A
higher frame rate denotes a higher number of
measurement results which leads to an
improved accuracy.

In optical velocity measurements the sensor
has a finite view on an observed scene.
Significant structures are moving in and out of
the field of view. In SFV this results in phase
jumps, which cannot be detected in the spatial
filtering signal. The signal's phase diverges in
the temporal vicinity of the phase jumps from
the expected linear trend. A low pass filtering at
the image border does not solve this problem.
Another possibility is a plausibility check of the
current measurement result. The disadvantage
is that also reliable measurement values would
be discarded. For this reason the raw signals,
i.e. the sum values of the sensor, have to be
observed. Our approach is to use a threshold
based detection of incoming and leaving
structures in the sensor’s raw data. The phase
jumps are detected and the time stamp of the
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phase jumps are saved. Every time, when a
phase jump occurs, the actual measurement
result has to be rejected. This localization of
phase jumps to discrete and known time
stamps leads to a higher number of useful
measurement results and increases the
accuracy.

A fact that has to be mentioned is that the
movement of the observed scene has to be in
the direction of the spatial filtering structure.
The presented preprocessing observes the
images border only. If the spatial filter is not
aligned to the velocity direction, structures
moving transverse to the spatial filter would
produce additional phase jumps. This would not
be detectable by the presented preprocessing.
The solution is to align the spatial filter to the
moving direction. When using array detectors
the direction of the spatial filtering structure, i.e.
the direction of the grating function, can be
adapted by software.

Both the preprocessing by summation of pixel
columns and the preprocessing for detection of
stochastic phase jumps help to improve
accuracy of the velocity measurement.
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