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Summary:
A conventional ADC in leading-edge integration technologies faces numerous challenges due to man-
ufacturing deviations, signal swings, noise, etc. Designers of ADCs are shifting to the time domain and 
digital design techniques to manage these challenges. Consequently, we aim to design a novel self-
adaptive spiking neural ADC (SN-ADC) with promising properties, e.g., low-voltage operation, tech-
nology scaling issues, noise-robust conditioning, and low power. In this work, we focus on designing 
one building block of our concept, a decoder that converts place coding to digital code.
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Background, Motivation and Objective
The number and diversity of sensors increase 
with the progress in integration technologies
due to the rapid progress of machine learning 
and artificial intelligence in the internet of things 
(IoT) and Industry 4.0 [1]. The performance of 
the smart sensor faces many problems due to 
dynamic and static divergence. These problems 
are effectively addressed by utilizing reconfigu-
rable structures with self-X (self-optimization, 
self-monitoring, self-calibration, and self-
healing) properties [2]. However, reconfigurable 
structures use amplitude representation that 
faces problems with leading-edge technologies. 
These advocates transition to spike domain 
representation with self-X properties. 

Fig. 1. Proposed schematic of place coding to digital 
code.

In our previous work, we proposed a self-
adaptive spiking neural ADC (SN-ADC) system 
[1]. It is built on based rank order coding. It 
consumes a massive area and needs a high 
conversion time for the 14-bits. The required 
number of neurons and synapses is 16384 and 
32768, respectively. Additionally, it needed 
16384 cells of WTA. These advocated design-

ing the SN-ADC based on another biological 
neural coding to decrease the consume area 
and increase the speed for the high resolution, 
e.g., 14-bits. Many coding schemes for biologi-
cal neural transmission can be divided into 
density coding, rank order coding, and place 
coding [3]. In this work, we design a novel de-
coder that converts the place coding to digital 
code with promising features, e.g., high resolu-
tion, low area consumption, high speed, and 
low power consumption.

Proposed Methodology
In this work, we design a circuit that converts 
the place coding to a digital number (see Fig. 
1). Every output of adaptive spike-to-rank cod-
ing (ASRC) is connected to one cell in the WTA 
circuit. The outputs of the WTA circuit are con-
nected to the memory. There is a location in
memory for each cell of WTA to save its place 
in the observation window. The outputs of the 
WTA write the counter output on their location 
on the memory when they convert from zero to 
one. The output of the OR gate is connected to 
the D-flip-flop clock, and flip-flop output is con-
nected to the counter start. The counter is 
started increasing when the in1 or in2 input is 
presented. The 11-bit counter is used to divide 
the observation window into 2048 sub-windows. 
In our previous work [1], we designed the 
ASRC with 16 outputs. Therefore, in the current 
work, we implement memory with the 16 loca-
tions (see Fig. 2). Every location is set for one 
output of the ASRC to save its position. The 
proposed work needs 16 neurons and 32 syn-
apses for the 14-bits. It used 16 cells of WTA. 
The proposed design is implemented using X-
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FAB 0.35 µm CMOS technology and Cadence 
tools. 

 
Fig. 2. Schematic of the memory. 

Results 
Figure 3 shows the ASRC outputs when two 
pulses are presented to the ASRC inputs with a 
difference of 3 ns between in1 and in2. 

  
Fig. 3. Simulation of the ASRC, with a difference of 3 
ns between in1 and in2 

The ASRC outputs from out1 to out16 are 
shown in Figure 3 go to the inputs In_spike1 to 
In_spike16 of the WTA cells, respectively (see 
Fig. 1). The WTA cells generate pulses that are 
used to write the counter's output to the 
memory (see Fig. 4). The time difference steps 
between in1 and in2 are from −8044 to 8044 ns 
in steps of 1 ns, as shown in Table 1. 

 
Fig. 4. Simulation of WTA outputs and counter, 

Tab. 1: Place code outputs of the memory 

In2-in1 
(ns) 

-8044 -8043 …. 8043 8044 

out1 5 5 …. 2015 2016 

out2 9 9 …. 2020 2020 

out3 13 13 …. 2024 2025 

out4 18 18 …. 2028 2029 

out5 22 22 …. 2033 2033 

out6 27 27 …. 2037 2038 

out7 31 31 …. 2042 2042 

out8 36 36 …. 2046 2047 

out9 2016 2015 …. 5 5 

out10 2020 2020 …. 9 9 

out11 2025 2024 …. 14 14 

out12 2029 2029 …. 18 18 

out13 2033 2033 …. 22 22 

out14 2038 2038 …. 27 27 

out15 2042 2042 …. 31 31 

out16 2047 2046 …. 36 36 
  

It obtains up to 16087 different output place 
codes representing 13.97 bits in the binary 
code. From the speed perspective, the conver-
sion time is 8.142 us. From the energy con-
sumption perspective, the energy consumption 
of circuits ASRC, WTA, counter, and memory is 
103.3 pJ per 1 µs when there is no spike. They 
consume 1.24 nJ per spike when there is a 
spike. While in previous work [1], for 14-bit, the 
conversion time was 368.640 us, and the ener-
gy consumption was 91.56 nJ per 1 µs when 
there was no spike and 1.238 µJ per spike 
when there was a spike.  
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