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Summary: 
Ceramic inks can be used to mark metal sheets in hot forming for track-and-trace purposes. However, 
the ceramic pigments in the inks can lead to clogging of printer nozzles which results in loss of print 
quality. Here we report on a predictive maintenance concept including different machine- and deep-
learning models as the basis of a print quality assurance strategy. Pixelwise image segmentation 
leads to detailed information about the printing results. The information is used to train a model, classi-
fying the remaining useful lifetime until insufficient printing results. 
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Introduction 
By printing individual part markings (e.g. data 
matrix codes) on metal sheets as a first step in 
production, continuous tracking and tracing of 
all produced components can be achieved. A 
ceramic ink enables part marking in production 
environments where conventional marking 
methods are not appliable, e.g. in hot forming. 
Ceramic particles are added to the ink to en-
sure code readability after heating the metal 
sheets to temperatures up to 1200° C, which is 
necessary for the forming process.  

Due to the solid particles in the ink, several 
problems occur in the printing process. During 
long-term printing particles accumulate around 
the edges of the printing nozzles, affecting the 
inkjet. This leads to degrading printing quality 
and ultimately to non-readable part markings. 
At a testing station set up at Fraunhofer IKTS 
long-term testing is performed by regularly 
printing a test pattern. Typical printing faults 
observed are missing droplets in the printed 
test grid, large deviations compared to the de-
sired printing position of the droplets, and the 
ejection of too little ink volume resulting in small 
and hardly visible droplets after heating the 
metal sheets. Currently no concept for detecting 
these flaws, especially in their early stages, 
exists, hence no automatic maintenance to 
restore the initial printer conditions can be per-

formed. To address this challenge we imple-
mented machine-learning methods and algo-
rithms to quantify the state of the printer and to 
train a model which is able to reliably predict 
the remaining-useful-lifetime (RUL) until the 
quality of the printing results are not sufficient, 
i.e. not readable, any more.  

Methods 
To receive reliable data from images taken of 
the printed test pattern at the test station an 
image-segmentation model is implemented. 
The model is based upon the U-Net architec-
ture and reduced in size of the output feature 
maps from the convolutional layers compared 
to the original architecture [1]. Dropout layers 
as well as batch normalization layers are added 
to stabilize the training. The model is trained on 
a dataset of 30 labeled images which are aug-
mented seven times. Weighted masks for com-
puting the loss are used to compensate for the 
imbalance of ink pixels vs. background pixels. 
The output mask computed by the model can 
be evaluated in terms of, e.g., drop positions, 
size, and shape.  

The image data as well as other existing sensor 
data is analyzed to define an indicator of the 
printhead’s condition. This indicator is predomi-
nantly supposed to help identify the correct 
labels for the training data used to train the RUL 
classification model. Possible indicators are e.g. 
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the number of ink-drops which deviate from 
their supposed position greater than a threshold 
value.  

The RUL classification model uses a single 
long-short-term memory layer followed by a 
single fully connected layer. The model input 
consists of geometric properties for each print-
ed drop and relevant sensor data. The dataset, 
which consists of 940 samples from seven long-
term tests, is reduced through a principal com-
ponent analysis and randomly divided into a 
training and test set. A random search for opti-
mal hyperparameters is conducted.  

Results 
The training process for the image segmenta-
tion model clearly converges for both training 
loss and validation loss. The training process 
seems to be instable and the model is overfitted 
since the validation loss is constantly higher 
than the training loss. Nevertheless, comparing 
the input images from a test set with the output 
masks shows that the relevant ink droplets are 
detected reliably.  

 
Fig. 1: Training and validation loss over the course of 
the training process for the image segmentation 
model. 

The features engineered from the resulting 
information about the ink droplets do not explic-
itly indicate the time of failure for the printhead. 
The features often show a time depended in-
crease for a single long-term test but none of 
the features is applicable to all tests. Therefore, 
a manual selection of the failure time is con-
ducted to label the long-term-test data as an 
intermediate solution. 

During the training of the RUL prediction model 
the computed loss converges quickly. Both, 
training and validation loss are equally low at 
the minimum after epoch 39. Analyzing the 
prediction results on the test set of 88 samples 
show that only two samples are wrongly classi-
fied. Furthermore, it shows that the wrongly 
classified samples are samples from the corre-
sponding neighbor class, e.g. a sample from 

the class “300 min >= RUL > 200 min” is classi-
fied to the class “480 min >= RUL > 300 min”. 
The prediction therefore seems to be not ran-
dom for the misclassified samples. 

 
Fig. 2: Training and validation loss for the RUL-
prediction model with LSTM cells. 

Discussion 
Our results show that the developed concept is 
suitable to predict printing failure eight hours in 
advance with high accuracy. The occurring of 
overfitting during the training of the U-Net mod-
el is likely caused by the model complexity. 
Since the segmentation task should be relative-
ly easy to achieve by comparing brightness, the 
number of trainable parameters in the model 
can cause problems during the training pro-
cess. Since the validation loss also shows in-
stability, hyperparameter optimization could 
help overcome both problems. The model is still 
able to output relevant and useful data. 

Further investigation is needed to find an accu-
rate indicator for labeling the RUL-classification 
data. Nevertheless, manual labeling seems to 
be accurate enough to train a classification 
model. More accurate labels as well as more 
data could possibly lead to a regression model.  
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