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Introduction 
This paper presents a procedure for the optimization of a 
real-time capable inductive sensor (Fig. 1) for monitoring 
the geometry of a rotating component during operation in 
agricultural machinery. Monitoring the geometry of rotating 
components during operation is of great importance espe-
cially for the wear-loaded forage harvesters. The transmis-
sion of force at the points of engagement, the transport of 
the material and environmental influences result in wear of 
the components in the process and thus in a change in the 
geometry of these parts. In general, this wear leads to a 
reduction in the efficiency of the system or even to a stand-
still. For this reason, the plant components are maintained 
at regular intervals and replaced if necessary.  
In most of the applications mentioned above, rotors made 
of magnetically conductive, ferromagnetic material are 
used which rotate at a high speed. An application-depend-
ent number of teeth or blades are usually fitted over the cir-
cumference of the rotors to transmit power or transport the 
material. The efficiency of the plant is strongly influenced - 
among other things - by the distance between the tip and 
the root of the tooth. This distance should be as uniform as 
possible over the gear wheel width. The abrasion depends 
on many influencing factors such as the properties of the 
material or the distribution across the width of the system. 
In the applications investigated the material or coolant usu-
ally have a significantly lower permeability than the rotor un-
der investigation. For this reason, inductive measurement 
offers the possibility of measuring geometric changes in the 
teeth almost independently of the flow velocity or the type 
of bulk material [3]. Even minimal changes in the tooth tip 
can significantly impair the effectiveness of the system. 
Therefore, the sensor should be as sensitive as possible to 
changes in the air gap. The previous sensor system can 
detect coarse geometric changes in the rotating compo-
nents, but the signal changes are small, making the system 
susceptible to external interference and noise [4].  
The geometric properties of the sensor system are to be 
optimized through simulation studies in a magnetic field cal-
culation program based on the FEM method. For this opti-
mization a large number of parameters have to be consid-
ered and the given space restrictions must be observed. 

Optimization Procedure and Results 
A. Problem Description and Procedure 

The inductive sensor to be optimized for geometry detection 
consists of an odd number of permanent magnets that are 
installed across the width of the system. The number of 

measuring points is adjusted depending on the width of the 
system to be monitored. The polarity of the permanent mag-
nets is chosen alternately so that the magnetic circuits form 
particularly between the neighbouring poles. In order to re-
duce the magnetic flux losses and to be able to optimally 
introduce the field into the teeth, electrical steel sheets are 
used as flux conductors. The rotation of the teeth along the 
sensor unit changes the magnetic flux depending on the 
shape of the air gap. As a result of the change in the mag-
netic flux a voltage is induced in the measuring coils which 
are mounted on the permanent magnets. A signal evalua-
tion of the induced voltage signals allows conclusions to be 
drawn about changes in the tooth geometry and thus ena-
bles monitoring during operation. Fig. 1 shows the basic 
schematic structure of the inductive sensor and clarifies the 
terms used below for the individual components.  

 
Fig. 1: Schematic representation of the inductive sensor 
with the component names and main dimensions used 

 
Magnetic field simulations are used to optimize the sensor. 
Some of the basic conditions of the sensor system should 
be observed, such as the compliance with the given space 
restrictions for the application or the maintenance of the 
basic sensor concept. Therefore, the used materials and 
the measurement unit should not be changed. The geomet-
ric properties of the sensor components are used as opti-
mization parameters. The procedure in this study can be 
divided into the following main steps: In the first step the 
target of the optimization study is defined and the changing 
influencing factors are selected. The limit values of the pa-
rameters are also defined on the basis of the installation 
space restrictions. In the second step the problem is mod-
eled and parameterized in the magnetic field calculation 
program. Then - based on this model - a factor screening is 
carried out on the basis of a two-stage Plackett-Burman test 
plan [5][6]. In this step the number of influencing factors to 
be considered should be reduced to the most significant 
ones. Then the most closely linked parameters with the 
greatest effect are set in the main optimization. For this 
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purpose, a test plan is generated from the Latin Hypercube 
Sampling [7] and a regression model is created from the 
results. After having determined the most important influ-
encing factors, the other influencing variables are selected 
on the basis of individual parameter optimizations. Finally, 
the results of the optimized sensor are compared with the 
original system. 
 
B. Target and Optimization Parameters 

For the optimization, a target function or a target value has 
to be defined which should be improved. Since the goal is 
to enhance the sensor with regard to the sensitivity to rec-
ord the geometric changes of the teeth and thus the change 
in the air gap, the study simulates and evaluates two geo-
metric conditions for each factor setting. The first simulated 
geometry is a non-worn tooth in an ideal condition after the 
adjustment of the conveyor edge. In the second case a 
slightly worn edge is used which should be reliably detected 
by the sensor. Depending on the type and extent of the ge-
ometric changes, the air gap between sensor and teeth var-
ies and with it the induced voltage in the measuring coils. 
The average rectified value of the differential voltage of the 
two gear wheel states is used to evaluate the sensitivity of 
the sensor for the investigated geometric changes. This 
procedure allows all signal changes to be considered with 
the same weighting and filters out high-frequency noise 
components that can be expected due to the discretization 
in the FEM. The following target function is used for the op-
timization study: 

 |u�|= 1
n

∑ �uind, sharp(x⃗,i)-uind, worn(x⃗,i)�n
i=1  

The target variable |u�| thus depends on the induced voltage 
signals uind of the two configurations. An increase in the 
target value indicates an improvement in the sensitivity of 
the sensor. n corresponds to a period of the tooth pass and 
x⃗ describes the factor setting of the sensor selected in the 
pass. The optimization should be limited to the geometric 
properties of the sensor unit. The permanent magnet ge-
ometry significantly influences the magnetic energy availa-
ble to the system. This is determined via the operating point 
of the system and depends - among other things - on the 
magnet width, depth and height of the square magnet used. 
The geometry of the so-called pole piece has been identi-
fied as another significant influencing variable. This mainly 
affects the flow conduction in the teeth of the gear wheel. 
Both the width and depth as well as the rotation of the com-
ponent around the central axis of the permanent magnet 
are examined. The height of the back panel is also consid-
ered in the optimization. Other investigated influencing var-
iables are the distance between the measuring points, re-
ferred to as the pole distance, the tilt of the overall sensor 
with the fixation on the surface line and the distance be-
tween the pole piece and the coil body in relation to the 
magnet height. This results in ten considered optimization 
parameters that have been examined. 
 

C. Factor Screening 
In this step the effects of the individual factors on the target 
value will be examined in order to find the important factors 
for the main optimization. This is necessary because a fully 
fledged, multi-stage test plan cannot be implemented with 
the large number of parameters and this would exceed the 
simulation capacities significantly. The interactions be-
tween the factors are also considered in the selection since 
some of these can be classified as significant due to the 
effects on the operating point of the magnet system. In this 
step, a two-stage Plackett-Burman design with 12 runs is 
used. The defined minimum and maximum factor settings 
are selected as levels. This partial factor plan enables a res-
olution level of III, which can be converted into a resolution 
of IV by a convolution of the test plan [8]. This results in 24 
test runs for both gear wheel configurations to be examined. 
This procedure enables a statistically reliable evaluation of 
the main effects of the individual factors. Table 1 shows the 
results of the main effects of the target for the investigated 
influencing parameters. The step width of the individual fac-
tors are also listed in the table. The step width is the differ-
ence between the upper and the lower limit of a factor. A 
positive main effect thus indicates a system improvement in 
the direction of the upper limit. 
 

Tab. 1: Main effects of examined factors and step width 
Factor Main Effect Step Width 
Magnet height hM -72.6 mV 20 mm 

Magnet width wM 185.4 mV 15 mm 

Magnet depth dM 172.6 mV 15 mm 

Pole piece width wP -55.9 mV 30 mm 

Pole piece depth dP 44.7 mV 10 mm 

Pole piece rotation fP -26.7 mV 15 ° 

Back panel height hB 61.7 mV 15 mm 

Pole distance aS 45.5 mV 25 mm 

Sensor tilt fS -6.9 mV 20 ° 

Coil position bC a -92.5 100 % 
a. bC = aC*(hM - hC)-1 *100% with hC: coil height and aC: dis-
tance between coil and pole piece 
 
The main effects are calculated for factor i as follows: 

 EFactor i=
∑ |u�|Factor i upper limit

12
k=1 - ∑ |u�|Factor i lower limit

12
k=1

24
 

It can be concluded from the results that the magnet geom-
etry parameters significantly influence the target value. 
High interactions are also expected among these factors, 
so that these should be analyzed in more detail in a multi-
stage investigation. The factor of the coil position also 
shows a clear effect. This can be justified by stray fields on 
the back panel and this parameter can be set independently 
of the other influencing variables on the lower limit. Both the 
sensor tilt and the rotation of the pole pieces show a slightly 
negative main effect. In combination with the significantly 
higher manufacturing effort, these influencing factors are 
rejected in further investigation. Saturation is expected for 
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the back panel height from which no significant improve-
ments are supposed to occur. The interactions with other 
factors can therefore be assessed as low and a one-factor 
optimization is classified as sufficient. Due to the higher 
main effect of the pole piece width, this parameter is exam-
ined in the main optimization and its depth is only deter-
mined on the basis of a single parameter study. 
 
D. Main Optimization 

In the main optimization the factors for the application 
should be set in best possible way. The findings from the 
factor screening are used to get the optimal setting with the 
least possible simulation effort. The goal of the multi-factor 
investigation in this step is to determine the magnet geom-
etry and the pole piece width. A test plan is created using 
the Latin Hypercube Sampling with 100 runs. This method 
is based on the Monte Carlo Simulation and enables the 
evaluation of the parameters across the entire examination 
area [6]. This also considers the interactions between the 
parameters that are assessed as significant. All test runs 
are simulated with both gear wheel configurations and the 
target value is calculated. The other factors are set con-
stantly. To find the optimal factor setting the Response Sur-
face Method [9] is used and the optimization problem is 
modeled as follows: 

 y = A xAB xBC xCD xDAA xAA
2 

BB xBB
2CC xCC

2DD xDD
2AB xA xB

AC xA xCAD xA xDBC xB xC 
BD xB xDCD xC xDe 

The target value y corresponds to the rectification value 

and the variables xi correspond to the four influencing fac-
tors examined. The magnet width is described by index A, 
its height by B, its depth by C and the pole piece width by 
D. The variable e describes the error term of the regression 
analysis. The model of the problem is determined by means 
of a regression calculation. An adjusted coefficient of deter-
mination of R̄2

  = 0.996 can be calculated for this modeling. 
This results in a good adaptation of the model function to 

the support points from the simulation results. The model 
used is therefore suitable for further optimization of the sen-
sor. The calculated regression parameters are shown in Ta-
ble 2. In addition, a constant coefficient of the regression of 
β0 = 216.04 mV was determined. 
The optimal sensor configuration is determined with the 
help of an extreme point search with inequality constraints. 
These space restrictions due to constraints are necessary 
because the modeling is only valid for the problem up to the 
edges of the test plan. Using this method, the four exam-
ined parameters can be optimally defined for the applica-
tion. An optimal factor setting is shown with an increase in 
the magnetic area and a decrease in the magnet height. 
The pole piece width has a significantly smaller influence 
on the target size and primarily shows a clear dependence 
on the magnet width. Possible installation space adapta-
tions can be quickly incorporated in the sensor design by 
the created model. 
 
Tab. 2: Model parameters of the model function to describe the 

test room for optimization 
 

Model Parameters 

Constant 
Term 
[mV] 

Linear    
Effects 

�
mV

mm2� 

Square   
Effects  

�
mV

mm2� 

Two-way 
Interac-

tions 

�
mV

mm2� 

β0=216.04 βA = -30.06 βAA = 0.38 βAB = -0.29 

 βB = -1.31 βBB = 0.32 βAC = 2.89 

 βC = -19.79 βCC = 0.07 βAD = 0.26 

 βD = 9.98 βDD = -0.31 βBC = -0.23 

   βBD = -0.05 

   βCD = -0.11 

 
The other factors are then optimally set using the One-Fac-
tor-At-Time method. For each parameter, the value range 
is scanned over ten measuring points and determined using 
problem-appropriate modelling. 

 Fig. 2: Difference signal formed from the induced voltage signals of the two gear wheel 
configurations examined via the angle of rotation 
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E. Comparison with the Original System 

After the main optimization the examined factors are opti-
mally adjusted to the application. The difference signal cal-
culated from the induced voltages for the gear wheel con-
figurations used in this optimization is shown for the initial 
state and for the optimized sensor via the angle of rotation 
of the gear wheel in Fig. 2. 
The diagram clearly shows the significant improvement in 
the sensitivity of the sensor upon changes in the air gap. 
The target size of the simulation study could be improved 
by a factor of 9. This increase in sensitivity enables an im-
provement in the monitoring of rotating components and en-
hances the interference immunity of the system. The clearly 
increased induced voltage signal can be adapted to the 
measuring electronics by modifying the number of coil 
turns. 
 
E. Comparison with the Original System 

To prove the improvement of the sensor on the basis of the 
field simulations, the simulation model was first validated 
using reference conditions on the test stand. A laser scan-
ner serves as a reference, which is used for modelling in 
the simulation. After the successful validation of the basic 
model, the new sensor was built in the optimized dimen-
sions. For the acquisition of the data, an evaluation elec-
tronics is used, which acquires the coil signals in parallel 
and in real time. The pre-amplification can be significantly 
reduced due to the significantly increased voltage changes 
and amplitudes. In the field tests, the output system on the 
one hand and the optimized system on the other were at-
tached to the drum. This allowed a direct comparison to be 
made between the two sensors. In the field tests, the wear 
of the drum was tested to the limits, so that both a non-worn 
and a completely worn drum were recorded. This allows the 
analysis of the improvement over the entire measurement 
range. The gain-compensated improvements from the sim-
ulation studies could be proven and shown in the field 
measurements. In particular, in the areas of advanced wear 
where the sensitivity of the overall system is reduced due 
to the lower magnetic flux, changes in the teeth can now be 
reliably detected due to the adjustments in the sensor de-
sign. By reducing the necessary amplification of the individ-
ual coil signals, it was also possible to reduce the signal-to-
noise ratio (SNR). Thus, the optimization based on electro-
magnetic field simulations could be proven in reality by 
means of field tests. 

Conclusion 
In this work three-dimensional magnetic field simulations 
were used to optimize an inductive sensor for real-time ge-
ometry of a rotating component during operation in agricul-
tural machinery. The geometric dimensions of the sensor 
system were changed to improve the sensitivity of the sen-
sor upon changes in the air gap between the inductive sen-
sor and the ferromagnetic teeth. The most significant and 
most closely-linked factors were selected with the help of a 

Plackett-Burman test plan and theoretical considerations 
about possible interactions between the influencing factors 
and were optimally adjusted to the application using the Re-
sponse Surface Method. The test plan for recording the 
support points was created from a Latin Hypercube Sam-
pling. Thanks to the optimization the sensitivity of the induc-
tive sensor was improved by a factor of 9. The improve-
ments of the sensor could be proven in real field tests on 
the agricultural machine. This enables a finer resolution of 
the geometry monitoring and improvements in the interfer-
ence immunity of the sensor system. In addition, the model 
created can support the effects of an installation space ad-
justment. The prediction of wear is improved by the optimi-
zation, as conditions with greater wear can also be pre-
cisely recorded. 
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