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Abstract: 
Automatic Meter Reading (AMR) is a major enabler for the upcoming smart grid. Potentially, it will be 
one of the first really large-scale M2M-communication solutions for sensor applications. 

To date, the definition of the standardized communication stacks for Local Metrological Network (LMN) 
in AMR is still ongoing. This holds true both for ZigBee Smart Energy Profile and for Wireless M-Bus 
according to EN 13757. During this process, there is the necessity for flexible, albeit optimized solu-
tions, which support the different existing and upcoming versions of the communication protocols. In 
the case of Wireless M-Bus, the major contender for European and possibly Asian installations, this is 
valid not only for the different operation modes (C-, N-, P-, Q-, R-, S-, and T-modes), which work in 
different frequencies (i.e. 868 MHz, 433 MHz, and 169 MHz) but also for the application layer, where 
additional bodies, like EN137575, Open Metering System (OMS) Group, or national bodies follow their 
approaches. 

This contribution describes requirements, design techniques and experiences from the development of 
highly efficient Wireless M-Bus protocol stacks with support of good flexibility and portability between 
microcontroller platforms and RF-transceivers. The presented approach is not limited to the use of 
modern software engineering design processes, as such, but also includes essential additional fea-
tures like testing or simulation, as well as tools for commissioning and monitoring. 
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1. Introduction 
Efficient, low-cost and stable communication 
solutions are a major stepping stone for smart 
metering and smart grid applications. This es-
pecially holds true for the so called primary 
communication or Local Metrological Network 
(LMN) between a local sensor or actuator and a 
data collector or gateway. LMNs have the po-
tential to become the first machine-to-machine-
(M2M)-application with really large-scale multi-
vendor installations. 

Wireless M-Bus according to EN 13757 is a 
major contender for LMN of Smart Metering and 
Smart Grid applications, as it holds the promise 
of a flexible, albeit optimized solution. It enjoys 
wide popularity in continental Europe, but in-
creasingly in many other regions of the world. 
However, Wireless M-Bus is characterized by a 
wide variety of different operation modes (C-, D, 
F-, N-, P-, Q-, S-, and T-modes), which work in 
different frequencies (i.e. 868 MHz, 433 MHz, 
and 169 MHz). It is enhanced by extensions 

from groups, like Open Metering System (OMS) 
Group [Fehler! Textmarke nicht definiert.], or 
national bodies, e.g. [Fehler! Textmarke nicht 
definiert.]. 

2. Wireless M-Bus and its Derivatives 
The Metering Bus (short M-Bus) is a field bus, 
which is specialized for transmitting metering 
data from gas-, heat-, water- or other meters. 
Several meter devices are sending its data to a 
data collector, which saves it and forwards it 
e.g. to a display or to an energy supplier. The 
data collector may be installed in the houses or 
it is used as mobile reading out unit. So a 
member of the energy supplier may drive 
through the streets and collect the current en-
ergy data from each household for billing. 

The different versions of M-Bus are specified by 
the European Standard EN 13757, which is 
worked out by TC294 at CEN / CENELEC. The 
EN 13757 is divided into five parts. The M-Bus 
standard describes physical and data link layers 
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as well as the application layer, which promises 
vendor-independent interoperability. 

In these parts, EN-13757 describes different 
communication schemes (the so-called modes) 
for unidirectional and bidirectional data flow. 
These are described in Table 1, which also 
shows the dazzling variety of options. The dif-
ferent modes allow an optimized fit to the differ-
ent requirements of different markets, regions, 
and topologies. However, the variety also calls 
for a well structured and modular software ar-
chitecture (cf. ch. 3) in order to support efficient 
reuse.  

As the early versions of the Wireless M-Bus 
protocol had only insufficient support for com-
missioning and full application interoperability, 
space was left for extensions on the application 
layer. Dutch Smart Meter Requirements 
(DSMR) and the German centric Open Metering 
Specification (OMS) are the most prominent 
examples for these extensions, which fit into the 
general stack. Especially, the OMS group is in 
the process to develop a quite complete eco-
system, which includes testing and certification 
support. However, it also seems to leave some 
space for neighboring activities. 

3. Elements of the Embedded Software En-
gineering 

3.1. Introduction 
This chapter describes some of the key ele-
ments of the software engineering process ap-
plied for the design of the embedded software. 
Many of these technologies and approaches 
are widely used in standard software engineer-
ing, but – up to now – found only limited appli-
cation in embedded software design. This is all 
the more valid in these cases where software of 
very cost-efficient implementation with regard to 
memory footprint, processing performance, and 
energy efficiency shall be implemented. How-
ever, the experience from the above projects 
shows that these objectives can be reached, 
while still supporting the high efficiency of a 
modern design flow. 

3.2 Specification 
The design flow starts with a detailed require-
ment analysis, where all aspects of the  

standard and customer specific requirements 
are explicitly listed. Based on the overall text-
driven requirements specification, a full model 
driven design flow is executed, where models 
description exclusively use UML2.4.1 and start 
with sequence diagrams. From there, a finite-
state machine driven design is pursued, which 
leads to the design of the corresponding state 
machines. These state machines are not re-
stricted to the mere functionality, but also in-
clude a systematic set of error handling, time-
outs, and alike. As nearly always, the largest 
portion of complexity does not come from the 
pure functionality, but from all these different 
measures to support stability. 

3.2. Platform Selection 
The platform selection includes the following 
elements: 

� The basic OS- vs. non-OS-decision was 
answered with either native C, with a soft-
ware architecture shown in Fig. 1 or with 
TinyOS as an event-driven OS-platform. In 
the latter case, coding is done in NesC. 

� The microcontroller selection shows a broad 
range from energy-efficient 16- and 32-Bit 
platforms. 

� The transceivers can be selected from a 
variety of standard products. 

� One special case is the usage of single-chip 
solutions, which integrate MCU and trans-
ceiver into one system-on-chip-(SOC)-
device, like the CC430.  

� Another very specific case comes from the 
consistent usage of the developed firmware 
not only for the real hardware implementa-
tion, but also for the simulation environments 
from Subsection 3.4. 

The software architecture has to cover the mul-
titude of operation modes and the multitude of 
the platforms from Fig. 1. It therefore supports a 
very modular approach, shown in Figs. 2 and 3. 

Fig. 1. Platform Selection for Wireless M-Bus projects. 
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3.3. Test & Verification 
Four elements support a well-defined and comfortable 
automatic test environment, which efficiently also 
supports regression testing throughout the complete 
software engineering process. 

� Unit test provide the lowest level and guarantee 
the functioning of the individual modules. 

� The second level is provided by a PC-based soft-
ware, which verifies the correct and stable func-
tionality of each communication node. 

Custom application
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Protocol 
stack
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MCU1 RF2

Protocol 
stack

 
Fig. 2. Software architecture for flexible platform selection 
for wireless M-Bus projects.  

 
Fig. 3. Functional Split for Flexible Platform Selection for 
Wireless M-Bus projects  

� A network emulator provides the third level of the 
test environment. This emulator was originally in-
spired by [10], but significantly enhanced with re-
gard to automatic and web-based control. It is 
shown in Fig. 8 and interconnects the nodes with 
RF-wave guides, splitter-combiner and attenuation 
elements. These elements are remotely controlled 
by microcontrollers, so that arbitrary network to-
pologies and coexistence scenarios can be gener-
ated and reproduced, and full network tests can be 
performed. 

� The final step is the interoperability test against 
third party devices. The OMS group [Fehler! 
Textmarke nicht definiert.] has recently launched 
the first elements of a standardized interoperability 
test-suite. Before, each provider ran his own test-
suite. 

3.4. Simulation 
The use of network simulations offers several benefits 
for the development, the prediction of the suitability, 
and the parameterization of a network. The main ob-
jectives of simulations are  

� the provisioning of an early and comfortable devel-
opment environment that behaves close to the lat-
er target system. Since the development and pro-
duction of target hardware may be time consuming 
and costly, a simulation environment with abstract-
ed hardware opens the possibility to start an early 
implementation and verification of concepts. 

� a better observability of the internal behavior, since 
processes are reproducible and can be analyzed in 
detail. This also helps to get to know the system. 
Especially in cases of errors or incorrect behavior, 
this offers a practical starting point for debugging 
and problem solving. 

� a better controllability and reproducibility of pro-
cesses 

� evaluation and prediction of the behavior e.g. of 
large network topologies at low efforts. The results 
of a simulation might help to indicate eventual bot-
tlenecks or risks of the system and to improve its 
performance.  

In simulations a variety of scenarios can easily be 
executed. Therefore, an automated simulation envi-
ronment was developed to support the selection the 
scenarios as well as the easy parameterization of the 
participating models via a user interface. A further 
benefit of the environment is the filtering and prepara-
tion of the simulation output for a presentation accord-
ing to the chosen output parameters.  

The simulation environment was created with a set of 
Matlab functions and scripts. For the simulation en-
gine OPNET modeler is used. 

It has to be highlighted that the identical code can can 
be used for the embedded firmware and the simula-
tion models. Only the Hardware Abstraction Layer 
(HAL) and the RF drivers need to be adapted for the 
integration into the OPNET simulation engine. The 
core stack implementation remains completely un-
changed, since it does not contain any platform de-
pendent directives. For convenience, an API Selection 
Layer was added to automatically select scenarios 
and protocols from the simulation environment. 

Fig. 9 shows the node architecture of a wireless M-
Bus stack with the required adaptations for the use in 
a network simulator. More details on the simulation 
setup and some results can be found at [9]. For the 
TinyOS based implementation, the firmware function-
ality can be simulated in the open-source OMNET++ 
using NesCT. 
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Fig. 4. Physical test bed for automated verification of routing 
mechanisms.  
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Fig. 5. Node architecture of a wireless M-Bus stack adapted 
for the use in a network simulator. 

4. Tools 

4.1. Commissioning 
A Java-based fat-client was developed for the param-
eterization of the nodes, for the commissioning of 
network and also for the execution of the functional 
tests. A screenshot of this tool is shown in Fig. 6. 

4.2 Monitoring 
For the monitoring of the spatially distributed net-
works, a gateway and sniffer platform was developed 
to provide a direct and bidirectional access to the 
wireless nodes. This web server based platform sup-
ports long-term monitoring with or without online con-
nectivity. Remote access is provided via wide-area 
networks (WAN), i.e. GPRS, WLAN or Ethernet. A 
client computer accesses the input from the manage-
ment nodes. As management traffic is pure http and 
XML, there is only a single requirement to the client 
computer: It shall be capable to run a JavaScript ena-
bled web client. Tests were performed with PC plat-
forms, but also with portable communication devices, 
i.e. smart phones. 

A dedicated hardware platform was developed (cf. 
Fig. 7). Interfaces to wireless modules allow the ac-
cess to the wireless network.  

The software architecture (cf. Fig. 8) contains the 
following elements: 

� The heart is an embedded web server from the 
author’s team. 

 
Fig. 6: Wireless M-Bus suite for commissioning, parameterization, and testing purposes. 
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Fig. 7. PCB for gateway platform 
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Fig. 8. Embedded web2.0 web server in radio net-
works. 

� A serial handler reads and writes the data to 
the wireless modules. 

� The web server software gains access to 
these telegrams via an exposed API, which 
allows for retrieval of specific telegrams as 
well as initialization of the buffers and dele-
tion of the content. 

� The data is retrieved from a web-client via 
HTTP. Whereas the whole web page includ-
ing the Java Script Libs has to be download-
ed at the first run, after that it is only the 
XML-Feeds that follow. Thus, the communi-
cation channel can be kept very lean. It 
should be highlighted that all functionality is 
performed on the client, i.e. display, sorting, 
filtering, storing. 

It is also well possible to access the data within 
an M2M-architecture. Then, an automated http-
client retrieves the data from the distributed 
web servers and stores it in a backend data-
base. 

5. Outlook 
Further activities of the authors’ team are main-
ly directed towards the following topics: 

� integration of security solutions, as they are 
anticipated by BSI (Federal Office of Securi-

ty in Information Technology), into the Wire-
less M-Bus stack and the gateway solution, 
in order to secure a very vulnerable part of 
the infrastructure against cyberattacks [11] 

� involvement of harmonization between cur-
rently heterogeneous solutions on the appli-
cation and the management level, and 

� support of middleware solutions for efficient 
operation of heterogeneous and horizontally 
integrated networks, which include also 
home and building automation networks. 
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