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Abstract - An important issue in industrial quality assurance is the inspection of rapidly moving surfaces 
for small defects such as scratches, dents, grooves, or chatter marks. This paper describes an image 
processing system based on a novel camera technique - the so called Cellular Neural Networks (CNN) - 
for an industrial application which was not feasible for conventional machine vision systems so far. An 
example for such an application is the 100% surface control in the production of aluminum wires where 
defects with a lateral size of 100 µm have to be detected at feeding rates of 10 m/s.  
 
To solve this problem, an image processing system was developed whose key component is a camera 
based on CNN. CNN can be considered as a technology to integrate a ‚Single Instruction Multiple Data’ 
(SIMD) processor architecture in the electronic circuitry of CMOS cameras. The result is a machine vision 
system based on a camera where every pixel has its own processor and which enables real time 
processing of up to 5800 images per second with a resolution of 176 x 144 pixels. The exposure time – 
which limits the motion blur - is 10 μs for a dark field illumination. In comparison to line cameras this 
corresponds to more than one million lines per second if no overlap is taken into account. With a more 
realistic overlap of 50 % between two succeeding images, the equivalent line rate is still 500,000 lines per 
second with a resolution of 144 pixels - which is about five times above the acquisition rates achieved 
with conventional imaging systems. 

1. Introduction 
 
Wire drawing is a metal working process used to reduce the cross section of a wire by pulling it through a 
series of drawing dies. The profile of each die is designed to introduce a predefined series of strains 
which alter the microstructure of the wire material. Therefore, besides a plastic deformation certain 
material properties such as hardening or surface quality are achieved [1-3]. However, surface 
deformations can cause unwanted shear forces which waken or even break the wire. As FEM simulations 
by Fraunhofer IWM show [4], in particular edges extending perpendicular to the wire axis show this effect 
(Fig. 1). Even rather small edges with a width of 100 µm are critical for crack formation. This raises the 
need for surface inspection systems which are able to detect such defects at typical feeding rates of 
10 m/s. 

 
Fig. 1: Left: Cross section of a drawing die with an inner diameter of 3 mm. Right: FEM simulation of 
shear forces within a wire drawn from right to left [4].  The arrows mark a surface defect extending 

perpendicular to the wire axis and the resulting shear forces within the bulk material of the wire. 
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Fig. 2: CNN enable the integration of processor elements in the electronic circuitry of CMOS cameras. 

   
2. Cellular Neural Networks (CNN) 
 
With conventional image processing architectures like line cameras, this system had to acquire and 
process more than 200,000 lines per second for an optical resolution of 50 μm, which is not feasible due 
to two bottlenecks: the camera system and the computing system. Conventional computing systems with 
the exception of FPGA are usually “Single Instruction Single Data” (SISD) architectures [5]. Here a 
program consists of a series of instructions which are applied sequentially to single data elements by one 
or few processor cores. Therefore the execution time lies in the order of N or N², where N is the number 
of pixels. One alternative are “Single Instruction Multiple Data” (SIMD) computing architectures in which 
each instruction of a program is applied in parallel to a large number of data. Such SIMD applications are 
especially efficient for image processing applications which frequently apply the same operation on 
different pixels of the image. On SIMD systems, these operations can be executed simultaneously in a 
single step. 
 
Cellular neural networks, which were originally invented by Chua and Yang [6], can be considered as a 
technology which enables computing elements and storage cells to be integrated into camera pixels. It 
provides a possible basis for the integration of SIMD architectures into the electronic circuitry of the pixels 
in CMOS cameras. The CNN universal machine forms the basis [7]. It can be implemented in a small 
space with the aid of CMOS processes in an array of optical sensors together with analogue and digital 
data processing elements [8, 9]. Such systems are spatial arrangements of locally connected, non-linear 
dynamic units that are usually called cells. In addition to the photo sensor, each of these cells contains 
storage and computing elements as well as switching elements for the input/output of results (Fig. 2). In 
this way, cellular neural networks link the intensity values of spatially and temporally adjacent pixels and 
they are especially efficient for operations exploiting these neighborhoods. Typical examples for 
neighborhood based operations are morphological and logical operations as we use for the detection of 
the full penetration hole. 
 
Here, a system called Q-Eye developed by Anafocus [10] was used to execute the algorithms for the 
detection of the full penetration hole. It consists of 176 x 144 cells which are each interconnected to the  
8 neighboring cells. The Q-Eye is part of the Eye-RIS camera which contains an additional FPGA based 
NIOS II processor by Altera to control the operation of the whole vision system and to analyze the 
information output of the Q-Eye, e.g. performing all the decision-making and actuation tasks. 
 
3. Measurement Setup 
 
For the inspection of moving surfaces the optical path of a machine vision system must fulfill a number of 
criteria: First of all, the light intensity must allow exposure times which are short enough to avoid motion 
blur. Secondly, focal depth and optical resolution must be sufficient to image the smallest features 
throughout the measurement volume – this is achieved by large f numbers which contradict short 
exposure times. In particular, on uneven metallic surfaces specular reflections must be avoided in order 
to achieve a homogeneous intensity distribution on the “good” object surface and making a high contrast 
for those features to be observed. Therefore, the lighting is essential for the performance and for the 
image processing algorithms. The LED based partial dark field illumination system used in the setup was 
described in detail in [11]. In the meantime, the exposure time was shortened to 10 µs in combination with S E N S O R + T E S T C o n f e r e n c e s 2 0 1 1 � O P T O P r o c e e d i n g s 4 9



f number 11 for the camera optics. This rather large f number is necessary to maintain the optical 
resolution beyond 50 µm throughout the measurement volume of 5 x 4 x 3 mm³. 

 
Fig. 3: Measurement setup for a 100 % suface control. Left: Arrangement of four cameras (blue) 

and illumination systems (grey) around a wire (orange). Right: 90° section with one camera and two 
LED lamps for a dark field illumination as used in the test site. 

 

 
The test site described in this article is designed to prove the feasibility of a 100 per cent surface 
surveillance of aluminum wires within the drawing process. As sketched in Fig. 3, the complete setup for 
production requires a combination of four cameras and four LED illumination units arranged in a 90 
degree symmetry. For the proof of feasibility, this setup can be reduced to one camera with two 
illumination units. Fig. 4 shows this reduced setup in combination with a rotating plate on which the wire 
samples are mounted. In this way it is possible to simulate feeding rates up to 50 m/s. As the enlarged 
inset in fig. 4 shows, the illumination units run in pulsed mode triggered by the camera. This allows image 
acquisition with sampling rates of up to 10 kHz at exposure times of 10 µs. 
 
This setup was used to investigate the surface of samples taken from a so called dry aluminum drawing 
process running without lubricants. The samples were taken from a stage where the wire diameter is 
reduced from about 3.6 to 3.3 mm at a feeding rate of 6 m/s. 
 

 

LED 
illumination Wire samples 

CNN-Camera 

Camera optics

Fig. 4: Photograph of the test site as sketched in Fig. 3. The wire samples are mounted on a rotating 
disk. As the enlarged inset shows, the illumination units run in pulsed mode with up to 10 kHz. 
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Fig. 5: First row: Two consecutive images a), b) of die marks on the wire with the corresponding 
threshold images c), d), XOR image e) and final result f) of the first algorithm. Second row: Two 
consecutive images g), h) of chatter marks with the corresponding threshold images i), j), the XOR image 
k) and the final image processing result l). Third row: Horizontal dent m), result image n) of a horizontal 
Sobel filter, thresholded Sobel image o), and final result of the second algorithm p). 

4. Defect detection 

In the following, CNN algorithms for the detection of three typical types of defects are described where a 
control system has to react on in real time. Fig. 5 shows example images together with intermediate and 
final result images of the corresponding CNN algorithm. The first row shows two consecutive images of 
marks caused by sharp edges on the surface of a worn drawing die. The overlap between these 
consecutive images is more than 50 % in order to cover the surface completely. In the beginning, these 
die marks can be reduced by decreasing the feeding rate. When they increase in size, the process has to 
be stopped in order to change the dies. In the second row of Fig. 5, chatter marks caused by resonance 
vibrations within the system are shown. When they occur the control system must react in the same way 
as on the die marks by reducing the feeding rate. Horizontal dents as the one shown in the bottom are the 
most critical defects because they may weaken or even break the wire, as described in the introduction. 
Therefore, the process must be stopped immediately to avoid further damages. 
 
On CNN, algorithms which exploit neighborhoods in space and time are extremely efficient. Therefore, 
the illumination system was designed in the way that the specular surface of the defects appears darker 
than the diffuse reflecting “good” wire surface. Both, the die marks and the chatter marks are detected by 
the same algorithm which is based on the assumption that the intensity of the defect area is less 
homogeneous than the one of the “good” surface areas. In this way the natural gradient of the dark field 
illumination is used by applying a global threshold to two consecutive images. Due to their inhomogeneity 
and to the gradient of the illumination, the lower boundary of the white pixels, where the intensity exceeds 
the threshold values, will vary in the defect area. These varying areas can be filtered out by a pixel wise 
XOR connection between the two threshold images. The result is a difference image containing large 
parts of the defect area and the variation of the border due to the horizontal movement of the wire. To 
distinguish between the defect and the border, the defect area is closed by five dilation and 17 erosion 
operations. The effect of the erosion is that the narrow border areas are extinguished. The runtime of this 
algorithm is about 61 µs. 
 

S E N S O R + T E S T C o n f e r e n c e s 2 0 1 1 � O P T O P r o c e e d i n g s 5 1



The algorithm for the horizontal dents is simpler. Here, a horizontal Sobel operator is applied in order to 
enhance the edges of the dents. The result is a line shaped local maximum near to a local minimum. In 
order to increase the robustness, both, the maximum and the minimum are filtered by a high threshold for 
the maximum and a low threshold for the local minimum. Since the Sobel filter is a high pass filter, this 
operation is sensitive to noise. Therefore, both threshold images are combined by a pixel wise OR 
operation and the noise is filtered out by a single dilation in order to close the contour of the minimum and 
the maximum and a double erosion to delete the noise. The runtime of this algorithm is about 40 µs. 
 
These algorithms were tested by a reference series of 454 images acquired with the test site at 6 m/s. 
Each of these images was judged visually whether it shows no defect, chatter marks, die marks or 
horizontal dents. This visual reference was compared to the results of the algorithms above. Among the 
268 “good” images five were detected as die or chatter marks by the first algorithm and none was 
detected as defective by the second algorithm. Since both die marks and chatter marks must also occur 
in subsequent image, these false positives are easily eliminated in practice. Algorithm one detected all die 
marks and chatter marks. The reason why the horizontal grooves where detected, too, was, that they all 
occurred together with chatter marks. Thus, the second algorithm is needed to discriminate these two 
errors from each other. As the results in table 1 show, this second algorithm did not create false positives. 
Nevertheless, a comparison between the images h) and m) in figure 5 shows, the discrimination between 
the horizontal grooves and the chatter marks is a continuous transition. Thus choosing the parameters of 
algorithm 2 for a lower sensitivity on chatter marks also reduces the detection rate for horizontal grooves. 
 
Defect Number of 

reference 
images

Detection 
rates

algorithm 1 

Algorithm 1, 3 
subsequent 

images

Detection 
rates

algorithm 2 

Combined 
detection
rate [%] 

Number of 
subsequent images 

 1 3 1 

No defect 268 5 0 0 0

Chatter marks 67 67 67 4 100

Die marks 92 92 92 24 100

Horizontal grooves 27 27 0 23 85

Total number of 
images

454

Table 1: Algorithm results for the reference series acquired with the test site shown in figure 4. 
 
For a practical industrial application the defects falsely detected on good surfaces are the most critical 
issue. Compared to such an application, the number of defects is already over weighted in the reference 
series. Therefore, the 2% false detections must be reduced. As mentioned above, this can be achieved 
by taking subsequent images into account. The results listed in table 1 for three subsequent images were 
obtained by the requirement, that a defect is detected by algorithm 1 in three subsequent images. Both, 
die marks and chatter marks are large area defects so that their detection is not influenced by this 
constraint. In contrast to that, the horizontal grooves have a small area so that they appear only in one or 
two images due to the overlap. Thus the combined detection rate for the die marks and chatter marks is 
still 100 per cent; the detection rate for the horizontal grooves is 85 %. The frame rate for this combined 
strategy is 5.8 kHz. 
 
5. Conclusion 

This article investigates the applicability of a CNN based camera to an industrial application which is not 
feasible for conventional image processing systems: The 100 % surface surveillance at wire drawing. 
There, defects with lateral sizes down to 100 µm have to be detected at feeding rates of 10 m/s. For 
conventional image processing systems 200,000 lines per second had to be required and evaluated – 
which is not possible with the systems available on the market. 
 
The CNN camera used here is an area camera with 176 x 144 pixels. To obtain the same resolution, a 
maximum field of view of 8 mm in the direction of the wire is needed. To be on the safe side, it was 
chosen to be 5 mm. At a feeding rate of 10 m/s, this means a minimum sampling rate of 2 kHz in order to 
cover the surface completely. For practical applications, an overlap of 50% is desirable which 
corresponds to a sampling rate of 4 kHz. For the three types of defects – die marks, chatter marks and 
horizontal dents – a feeding rate of 5.8 kHz was achieved. This feeding rate was limited by the execution 
time of the algorithms. The exposure time of the images had to be 10 µs due to the motion blur. S E N S O R + T E S T C o n f e r e n c e s 2 0 1 1 � O P T O P r o c e e d i n g s 5 2



Therefore, these requirements are all fulfilled and there is still room for optimization. With faster 
algorithms as demonstrated for the laser welding application sampling rates of up to 10 kHz appear 
realistic. 
 
In comparison to a conventional image processing system based on line cameras the sampling rate of 
5.8 kHz corresponds to more than one million lines per second if no overlap is taken into account. With a 
more realistic overlap of 50 % between two succeeding images, the equivalent line rate is still 500,000 
lines per second with a resolution of 144 pixels - which is about five times above the acquisition rates 
achieved with conventional imaging systems. Therefore, these results show that the CNN technology has 
the potential to open up new fields of application for industrial image processing in which rapid processing 
of images is required in real time. 
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