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1. Introduction 

There is a growing need of economic online and in-situ field analysis applications like discriminated 
monitoring of toxic gas leakages, online monitoring of volatile components in chemical and biochemical 
processes, quality monitoring in food processing, etc. In this context, the isothermally operated metal 
oxide gas sensors (MOGs) with tin oxide as base material are manifold introduced due to their high sensi-
tivity, long-term stability and low price. Their sensitivity to specific gas components, however, cannot be 
cultivated with high discrimination to others. On the other hand, it could be shown /1,2,3,4/ that by 
periodic variation of the sensor temperature and simultaneous sampling of the so called Conductance-
over-Time-Profiles (CTPs), by appropriate choice of sensor additives to the tin oxide material and by 
using an innovative mathematical calibration and evaluation procedure, valuable signal information can 
be extracted to be numerically analysed for substance identification and concentration determination. 
Although MOGs are very low-priced with respect to production and operation, they show, nevertheless, 
the disadvantage that for more accurate monitoring tasks every individual sensor element has to be 
calibrated. This is very time consuming and expensive. For a mono-component analysis, a single sensor 
element typically has to be measured for calibration at about five calibration points, i.e. dosed 
concentrations of the gas under consideration have to be adjusted, and the resulting signal patterns have 
to be sampled.  
These extraordinary expenses for calibration are a consequence of unavoidable production inaccuracies 
of the sensor elements which lead to unreproducibilities of the gas analytic attributes. Therefore, although 
the signal patterns of the various sensor elements of a production batch are quite similar, each sensor 
element (SE) has to be costly calibrated, in order to yield high analytic performance.  
The same is true if a sensor chip has to be exchanged in case of a defect or simply has to be 
recalibrated.  
 

2. Basic idea of the new calibration procedure  

The idea of the new calibration procedure is, to use the similarity of signal patterns of the various sensor 
chips of a production batch. The main differences of such signal patterns are a shift (additive term) and 
an elongation (linear term) in conductance, whereas the time locations of the peaks remain more or less 
unchanged. This can be seen in Fig. 1, where the signal patterns (CTPs) of four sensor chips, investi-
gated in more detail in /5/, are plotted when exposed to 500ppm CO in synthetic air. These sensitive 
layers were prepared with variations in thickness of the sensitive layer on less defined interdigitated 
electrode geometries, both prepared by thick-film micro-dispensing methods, to simulate preparation 
tolerances within a batch. The same change of the CTP can be observed in the case of a “drifting” 
sensor. Drifting sensor means that the sensor signals, measuring the same gas probe, are changing in 
the course of time, due to the aging processes of the sensor element. 
The striking advance of the new calibration procedure is that only the CTPs of one single SE , the so-
called class reference element of the batch, have to be sampled at all calibration points. Every other SE 
of the batch is measured at only one calibration point (the so-called reference calibration point). Next, for 
every SE a mathematical function (the so-called approximation function) is determined which in a best 
manner fits the signal pattern of the reference calibration point using the class reference element to the 
signal pattern of the same calibration point yield by the corresponding SE. This means, if, for example, 
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sensor1 in Fig. 1 is the class reference element and the reference calibration point is 500 ppm, that an 
approximation function for sensor2 has to be determined which maps the CTP of sensor1 to the related 
CTP of sensor2 in a best manner. This means that each single point of the CTP of sensor1 is mapped to 
the related point of the calculated CTP of sensor2 in such a manner that, for example, the root of the sum 
of quadratic differences of the calculated points and sampled points of the CTP of sensor2 is minimal. 
This action is repeated for all other sensor chips of the production batch, i.e. in our case for sensor3 and 
for sensor4.  
With these approximation functions the signal patterns of the class reference element are transferred for 
all other calibration points to yield signal patterns for all other SE of the batch. 
The result of this procedure is that appropriate CTPs for all SE at all calibration points are available, 
although only the class reference chip has to be measured at all calibration points. The other SE of the 
batch have to be measured only at the reference calibration point. Because five calibration points for each 
sensor chip are typically necessary, this calibration procedure can reduce the above mentioned 
calibration expenses essentially by the factor of five for all SE of the batch, which are not the class 
reference element. 
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3. Comparison of measured CTPs and approximated CTPs  

 

3. Comparison of measured CTPs and approximated CTPs  

To demonstrate the effectiveness of the new procedure the CTPs sampled on the four sensors when 
exposed to CO in synthetic air (50% rH at 22°C) are compared to the calculated ones. The calibration 
points in this example are 0ppm, 250ppm, 500ppm, 1000ppm and 2000ppm CO. Sensor1, see again Fig. 
1, is chosen as class reference element. This means, sensor1 is measured at all calibration points, the 
other SE are sampled only at the reference calibration point at 500ppm CO. Fig. 1 shows the signal 
patterns (in this example CTPs) of the four sensor chips at this calibration point at 500ppm. Using the 
calculated approximation functions, the approximated CTPs of the other SE are determined for all 
calibration points. For evaluation of this method, Fig. 2 und Fig. 3 show the measured CTP and the 
approximated CTP of an other SE, in this example sensor2,  at 500ppm CO and at 1000ppm CO. It can 
be clearly seen that in both cases the approximated CTPs are close to the measured ones. Further 
investigations gave evidence that this method of approximation is also suitable for sensor3 and sensor4 
as well. 

Fig. 1: CTPs sampled at 500 ppm CO in synthetic air on four sensors of the same batch.  
The CTPs represent one period of thermocyclic triangular temperature variation in the range  
100°C\T\420°C 
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Measured CTP and approximated CTP, 500ppmCO
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Measured CTP and approximated CTP, 1000ppmCO
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Fig. 3: Comparison between measured CTP and approximated CTP of sensor2 at 
1000ppm CO in synthetic air. 

Fig. 2: Comparison between measured CTP and approximated CTP of sensor2 at 
500ppm CO in synthetic air. 
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4. Analysis of CO in synthetic air 

In the final step of this investigation, the calibration data set of sampled and approximated CTPs as 
introduced above for sensor2, is now used to determine the CO concentrations from a new data set 
sampled at different gas mixtures (dosed) in the measurement mode. For this analysis, the mathematical 
calibration and evaluation procedure as described in /6/, is used. The results of the analysis are given in 
Table 1 and visualized in Fig. 4. 
 
 Table 1: 
dosed        0 ppm,  measured       2,1 ppm, relative error:  - 
dosed    250 ppm,  measured     231 ppm,  relative error:  7,6%  
dosed    500 ppm,  measured     499 ppm,  relative error:  0,2% 
dosed  1000 ppm,  measured   1059 ppm,  relative error:  5,9% 
dosed  2000 ppm,  measured   2219 ppm,  relative error: 10,9% 

The analysis errors of these results (less than 11%) are comparable with those obtained when using 
original, i.e. non-approximated CTP data for calibration, but, as already mentioned above, the effort for 
calibration is much lower. Similar good analysis results were also obtained for sensor3 and sensor4. 
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5. Conclusions 

With this new calibration procedure, the very time-consuming and expansive calibration of metal oxide 
gas sensors can be reduced almost by the factor of five. This enhances the attraction of this type of 
sensor for low-cost applications substantially. The same procedure can be applied for cost-effective and 
time-saving recalibration of sensors. The investigations demonstrate that the approximated signal 
patterns are close to the sampled signal patterns. And these investigations show, that with these 
approximated signal patterns the concentrations of CO in synthetic air can be determined very well, using 
an innovative mathematical evaluation procedure already developed in the past /6/. The analysis errors 
are in all cases less than 11% which is in the same range of analysis errors obtained when using only 
sampled signal patterns for calibration /3/.  
 

Fig. 4: Comparison of dosed CO concentrations (d) and analysed CO concentrations (a) in 
ppm 
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